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In some implementations, the communication architecture
communicates content according to an initial bonding con-
figuration. The communication architecture may adjust the
bonding configuration to adapt to bonding environment
changes affecting the communication capabilities or require-
ments associated with transmitting the content.

20 Claims, 6 Drawing Sheets

100
'Y
[ P13 | [ k23 |
[ pitt2 || piz2 |
[per1 ]
A Source 1 Source 2 Source n
128 l l »/114
isti i T 116
|S!al|snca\ Multiplexer 106 | AN v
Source Transport | [e€201  (f  [CHT| [CH2|........
o2 |
Stream (STS) e (R (RX) RX)
ke
L 7 THEN
C ion C
"‘_’_'_’_'Tz'ey"’ Collator 18
Destination Transport
Stream (DTS)
Transport Inbound Processor 122
102 o4 Program t

& a¥

124
\



US 9,185,442 B2

Sheet 1 of 6

Nov. 10, 2015

U.S. Patent

9Ll

01 Md
1o pid
Z1md
£ pd
g 1 welboid
ki dh 10883201 punoqu) podsuel |
(s1Q) wesng
0zl yodsuel] uoneuisag
I 105ej0D
A A
[[0zmd | 1oL pid oL pd
-1 pid 0-upd
(x) (xy) (xy)
Wy | ZHD LHD

| ainBi4

"
b0l 201 L
\ //A - L 0L
7l T\_\ [ ozpd | zL md 0-upd
(xL) (xL) (xL)
any | e ZHD D
@ ¢ 4 r =
<« £ .NH ......... > 801 Jonguisiqg OE
LONBoIUNWWOY uoneInbiuo)
0L id
O.C EQ OF —¢
L-L yd
-l EQ Aw._.wv Emwbw
oz Jodsuel] 82108
901 ) Joxa|dpinp [eonsijels
o 8z)
U 92408 7 904n0g | 90n0g i~
o-upd 0-¢pd 01 pid
L-upd L-zpd L-L pid
zupd Zzepd Z-Lvd
g-upd ¢epd ¢ md
p-upd vz pd -, pd
LN
001



US 9,185,442 B2

Sheet 2 of 6

Nov. 10, 2015

U.S. Patent

)

Z aInbi4

)

017 9oela| Q07 °%eud|| | 9oz eoBMe|
indino| et Indino Indino
W JOJe[npop Z Jojenpop | JO1e|Npo
A _ A _ A _
¥z Jodepy
A
200 10JIUC|A| |«

mz

7 (SLS) weang

Jodsuel] 801N0g

9cl

uoneoIuNLWWoY) uonenbiuon

4 ........ 4 ﬁ

10nqusiq

0L)

9zl uopeounwiwos co:e:mccoo_

(SLS) weang

_ uodsuel] 921n0g

002



US 9,185,442 B2

¢ ainbi4

Joydepy 01

_ 1

0z¢ abuey) co_HmSm_Eoo_

Sheet 3 of 6

Nov. 10, 2015

U.S. Patent

017 2oeua| %07 @oeMa|| | gg7  eoeLsly|
nding| e Inding indino
- Blsjlig W J0)e|npop Z J01eINpPO | JOleInpoy
uopeydepy Buipuog
sJojeweled /
uoneanbyuo?) Buipuog e 01607 BuLIoyUO}y y
suaonsu| mcce_co_\,__ \ 404 AONUON
fiowspy| [ Z0E_ eoepie uogeounuog -l - oLl
Oz} UOoNBoIUNWIWOY) uoneInbyuosy
Amromwm.oen__
(SLS) weans
Jodsues] 80N0g

00€



U.S. Patent Nov. 10, 2015 Sheet 4 of 6

400

Obtain bonding configuration. 402

Monitor bonding

US 9,185,442 B2

"|environment characteristics.

No

Characteristic
Change?
406

Yes

Satisfies
Criteria?
408

Yes

Configuration
Change Request?

No

410

Yes

A

Send configuration
change message.

o~
~
N

Communication

Comoleto? Obtain adjusted
omplete”

bonding configuration.

o~
_\
(&)

414

Yes

End

Figure 4



US 9,185,442 B2

Sheet 5 of 6

Nov. 10, 2015

U.S. Patent

G ainbi
A 30z 2oepa| [ ooz soewsyy|
11lo/11To] INEEEREEEE ndino ndino
W JOJB|NPOR Z JOIBINPOW | JOBINPOW
A
sTo SJ9joWeIRd
uoneinBiyuo) Buipuog e 01607 Uopeidepy |
_ 015 suoponusu| co_ﬂs%@q_ ¥0¢ Jodepy
30% floway _ 205 80BUA)U| IndU| S1S
0€  sbueyp uogenbyuoy| oLl
— 0% (sposssooid|
(SLS) weans
1odsues|
90In0S

008



U.S. Patent

600
N

Nov. 10, 2015 Sheet 6 of 6

{ Start )

y

bonding configuratio

n.

Obtain configuration change. 602
A 4
Determine modification to
: N 604
bonding configuration.
Perform determined modification. 606
\ 4
Update bonding
o 608
configuration parameters.
Inform destination of adjusted 610

A 4

End

Figure 6

US 9,185,442 B2



US 9,185,442 B2

1
DYNAMIC AUDIO/VIDEO CHANNEL
BONDING

1. CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of and incorporates by
reference: U.S. Provisional Application Ser. No. 61/663,878,
and Provisional Application Ser. No. 61/609,339.

2. TECHNICAL FIELD

This disclosure relates to audio and video communication
techniques. In particular, this disclosure relates to dynamic
channel bonding for audio and video communication.

3. BACKGROUND

Rapid advances in electronics and communication tech-
nologies, driven by immense private and public sector
demand, have resulted in the widespread adoption of smart
phones, personal computers, internet ready televisions and
media players, and many other devices in every part of soci-
ety, whether in homes, in business, or in government. These
devices have the potential to consume significant amounts of
audio and video content. At the same time, data networks
have been developed that attempt to deliver the content to the
devices in many different ways. Further improvements in the
delivery of content to the devices will help continue to drive
demand for not only the devices, but for the content delivery
services that feed the devices.

BRIEF DESCRIPTION OF THE DRAWINGS

The innovation may be better understood with reference to
the following drawings and description. In the figures, like
reference numerals designate corresponding parts throughout
the different views.

FIG. 1 shows an example of a content delivery architecture
that employs channel bonding.

FIG. 2 shows an example implementation of a distributor.

FIG. 3 shows an example implementation of a portion of a
distributor.

FIG. 4 shows an example of logic for monitoring content
delivery conditions.

FIG. 5 shows an example implementation of a portion of a
distributor.

FIG. 6 shows an example of logic for moditying a channel
bonding configuration.

DETAILED DESCRIPTION

FIG. 1 shows an example content delivery architecture 100.
The architecture 100 delivers data (e.g., audio streams and
video programs) from a source 102 to a destination 104. The
source 102 may include satellite, cable, or other media pro-
viders, and may represent, for example, a head-end distribu-
tion center that delivers content to consumers. The source 102
may receive the data in the form of Motion Picture Expert
Group 2 (MPEG2) Transport Stream (TS) packets 128, when
the data is audio/visual programming, for example. The des-
tination 104 may be a home, business, or other location,
where, for example, a set top box processes the data sent by
and received from the source 102. The discussion below
makes reference to packets, and in some places specific men-
tion is made of MPEG2 TS packets. However, the channel
bonding techniques described below may be applied to a wide
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range of different types and formats of data and communica-
tion units, whether they are MPEG2 TS packets, packets of
other types, or other types of communication units, and the
techniques are not limited to MPEG2 TS packets at any stage
of the processing.

The source 102 may include a statistical multiplexer 106
and a distributor 108. The statistical multiplexer 106 helps
make data transmission efficient by reducing idle time in the
source transport stream (STS) 110. In that regard, the statis-
tical multiplexer 106 may interleave data from multiple input
sources together to form the transport stream 110. For
example, the statistical multiplexer 106 may allocate addi-
tional STS 110 bandwidth among high bit rate program chan-
nels and relatively less bandwidth among low bit rate program
channels to provide the bandwidth needed to convey widely
varying types of content at varying bit rates to the destination
104 at any desired quality level. Thus, the statistical multi-
plexer 106 very flexibly divides the bandwidth ofthe STS 110
among any number of input sources.

Several input sources are present in FIG. 1: Source 1,
Source 2, . . ., Source n. There may be any number of such
input sources carrying any type of audio, video, or other type
of data (e.g., web pages or file transfer data). Specific
examples of source data include MPEG or MPEG2 TS pack-
ets for digital television (e.g., individual television programs
or stations), and 4Kx2K High Efficiency Video Coding
(HEVC) video (e.g., H265/MPEG-H) data, but the input
sources may provide any type of input data. The source data
(e.g., the MPEG 2 packets) may include program identifiers
(PIDs) that indicate a specific program (e.g., which television
station) to which the data in the packets belongs.

The STS 110 may have a data rate that exceeds the trans-
port capability of any one or more communication links
between the source 102 and the destination 104. For example,
the STS 110 data rate may exceed the data rate supported by
a particular cable communication channel exiting the source
102. To help deliver the aggregate bandwidth of the STS 110
to the destination 104, the source 102 includes a distributor
108 and modulators 130 that feed a bonded channel group 112
of multiple individual communication channels. In other
words, the source 102 distributes the aggregate bandwidth of
the STS 110 across multiple outgoing communication chan-
nels that form a bonded channel group 112, and that together
provide the bandwidth for communicating the data in the STS
110 to the destination 104.

The distributor 108 may be implemented in hardware, soft-
ware, or both. The distributor 108 may determine which data
in the STS 110 to send on which communication channel. As
one example, the distributor 108 may divide the STS 110 into
chunks of one or more packets. The chunks may vary in size
over time, based on the communication channel that will
carry the chunk, the program content in the chunk, or based on
any other desired chunk decision factors implemented in the
distributor 108. The distributor 108 may forward any particu-
lar chunk to the modulator for the channel that the distributor
108 has decided will convey that particular chunk to the
destination 104.

In that regard, the multiple individual communication
channels within the bonded channel group 112 provide an
aggregate amount of bandwidth, which may be less than,
equal to, or in excess of the aggregate bandwidth of the STS
110. As just one example, there may be three 30 Mbs physical
cable channels running from the source 102 to the destination
104 that handle, in the aggregate, up to 90 Mbs. The commu-
nication channels in the bonded channel group 112 may be
any type of communication channel, including dial-up (e.g.,
56 Kbps) channels, ADSL or ADSL 2 channels, coaxial cable
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channels, wireless channels such as 802.11a/b/g/n channels
or 60 GHz WiGig channels, Cable TV channels, coaxial
channels, WiMAX/IEEE 802.16 channels, Fiber optic, 10
Base T, 100 Base T, 1000 Base T, power lines, satellite, or
other types of communication channels. The modulators 130
may process data for communication across any type of com-
munication channel, including the examples listed above.

The bonded channel group 112 travels to the destination
104 over any number of transport mechanisms 114 suitable
for the communication channels within the bonded channel
group 112. The transport mechanisms 144 may include physi-
cal cabling (e.g., fiber optic or cable TV cabling), wireless
connections (e.g., satellite, microwave connections, 802.11
a/b/g/n connections), or any combination of such connec-
tions.

At the destination 104, the bonded channel group 112 is
input into individual channel demodulators 116. The channel
demodulators 116 recover the data sent by the source 102 in
each communication channel. A collator 118 collects the data
recovered by the demodulators 116, and may create a desti-
nation transport stream (DTS) 120. The DTS 120 may be one
or more streams of packets recovered from the individual
communication channels as sequenced by the collator 118.

The destination 104 also includes a transport inbound pro-
cessor (TIP) 122. The TIP 122 processes the DTS 120. The
TIP 122 may execute program identifier (PID) filtering for
each channel independently of other channels. To that end,
the TIP 122 may identify, select, and output packets from a
selected program (e.g., a selected program ‘t*) that are present
in the DTS 120, and drop or discard packets for other pro-
grams. In the example shown in FIG. 1, the TIP 122 has
recovered program ‘t’, which corresponds to the program
originally provided by Source 1. The TIP 122 provides the
recovered program to any desired endpoints 124, such as
televisions, laptops, mobile phones, and personal computers.
The destination 104 may be a set top box, for example, and
some or all of the demodulators 116, collator 118, and TIP
122 may be implemented as hardware, software, or both in the
set top box. In this way, the content delivery architecture 100
may employ channel bonding to deliver data from the source
102 to the destination 104.

The source 102 may deliver data to the destination 104
according to a bonding configuration. A bonding configura-
tion may include any number of bonding configuration
parameters that specify how the source 102 delivers the data
to the destination 104. As examples, the bonding configura-
tion may specify the number of communication channels in
the bonded channel group 112, the communication channels
that may be included in the bonded channel group 112, the
type of communication channels that may be included in the
bonding channel group 112, the program sources eligible for
bonding, when and for how long communication channels
and program sources are available for channel bonding, bond-
ing adaptation criteria, transmission parameters, and any
other parameters that may influence how and when the dis-
tributor 108 pushes program data across the communication
channels in the bonded channel group 112.

As discussed in greater detail below, the distributor 108
may adapt the bonding configuration used to deliver data to
the destination 104. As part of the bonding adaptation pro-
cess, the distributor 108 may monitor any number of bonding
environment characteristics associated with communicating
the data to the destination 104. For example, the distributor
108 may monitor data characteristics associated with packet
data carried by the STS 110 or by any number of data sources
128, transmission characteristics associated with communi-
cation resources of the source 102, destination characteristics
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associated with destination 104, channel characteristics such
as channel conditions or performance, or others. Upon iden-
tifying a change in on or more of the monitored characteris-
tics, the distributor 108 may determine a configuration
change to the bonding configuration. The configuration
change may alter any number of bonding configuration
parameters to adapt to a changed data characteristic, trans-
mission characteristic, destination characteristic, or other
bonding environment characteristic associated with deliver-
ing the data from the source 102 to the destination 104. The
distributor 108 may alter the bonding configuration according
to the configuration change, resulting in an adjusted bonding
configuration. Then, the distributor 108 may distribute a sub-
sequent portion of data, e.g., the next packets in the STS 110
pending delivery, for eventual transmission to the destination
104.

Before, during, or after the bonding adaptation process, the
source 102 and the destination 104 may exchange configura-
tion communications 126. The configuration communica-
tions 126 may travel over an out-of-band or in-band channel
between the source 102 and the destination 104, for example
in the same or a similar way as program channel guide infor-
mation, and using any of the communication channel types
identified above.

One example of a configuration communication is a mes-
sage from the source 102 to the destination 104 that conveys
the parameters of the bonded channel group 112 to the desti-
nation 104. More specifically, the configuration communica-
tion 126 may specitfy the number of communication channels
bonded together; identifiers of the bonded communication
channels; the types of programs that the bonded communica-
tion channels will carry; marker packet format; chunk, pro-
gram packet, or marker packet size; chunk, program packet,
ormarker packet PID or sequence number information, or any
other chunk or bonding configuration information that facili-
tates processing of the bonded channel group 112 at the
destination 104. The configuration communication 126 may
specify bonding configuration parameters initially employed
to communicate the data, adapted bonding configuration
parameters, or both.

One example of a configuration communication message
from the destination 104 to the source 102 is a configuration
communication that specifies the number of communication
channels that the destination 104 may process as eligible
bonded channels; identifiers of the eligible bonded channels;
status information concerning status of the demodulators
116, e.g., that a demodulator is not functioning and that its
corresponding communication channel should not be
included in a bonded channel group; channel conditions that
affect bit rate or bandwidth; or any other information that the
source 102 and the distributor 108 may consider that affects
processing of the data from the sources into a bonded channel
group.

FIG. 2 shows an example implementation 200 of a distribu-
tor 108. The distributor 108 includes a monitor 202 and an
adaptor 204. In addition, the distributor 108 includes modu-
lator output interfaces, such as those labeled as 206, 208, and
210.

The monitor 202 may be implemented as hardware, soft-
ware, or both. The monitor 202 may monitor any number of
bonded environment characteristics before, during, or after
the delivery of a data communication from the source 102 to
the destination 104. The monitor 102 may receive monitoring
data from any number of sources to identify changes to the
bonded environment occurring during the data communica-
tion. As examples, the monitor 202 shown in FIG. 2 receives
the STS 110 and the configuration communication 126. The
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monitor 202 also communicates with the modulator output
interfaces 206-210 as well, through which the monitor 202
may receive communication channel data indicative of chan-
nel conditions, reliability, power consumption, transmission
parameters, or other transmission characteristics associated
with one or more of the modulators 130 that currently drive a
communication channel of the bonded channel group 112.
The monitor 202 may receive communication channel data
from modulators 130 corresponding to communication chan-
nels outside the bonded channel group 112 as well. As dis-
cussed in greater detail below, the monitor 202 may analyze
the received monitoring data to possibly determine a configu-
ration change. The monitor 202 may send the determined
configuration change to the adaptor 204.

The adaptor 204 may be implemented as hardware, soft-
ware, or both. The adaptor 204 may determine which data in
the STS 110 to send on which communication channel. In that
regard, the adaptor 204 may distribute data from the STS 110
to any number of modulator output interfaces, e.g., by send-
ing chunks of one or more packets through a corresponding
modulator output interface. The adaptor 204 may distribute
packet data of the STS 110 according to a bonding configu-
ration. As discussed in greater detail below, the adaptor 204
may adjust an initial bonding configuration used to send the
STS 110 packet data in response to changes in the bonded
environment, e.g., in response to receiving a configuration
change from the monitor 202. The adaptor may determine an
adjusted bonding configuration for delivering the source data,
and the adaptor 204 may distribute subsequent packet data of
the STS 110 according to an adjusted bonding configuration.
The adjusted bonding configuration may additionally or alter-
natively alter a communication parameter of any number of
communication resources of the source 102, such as the
modulators 130, the statistical multiplexer 106, or others. The
adjusted bonding configuration may also alter communica-
tion parameters of communication resources of the destina-
tion 104 too.

FIG. 3 shows an example implementation of a portion 300
of a distributor 108. The portion 300 shown in FIG. 3 may
implement monitoring functionality in the distributor 108,
and includes the monitor 202 and modulator interfaces 206-
210 discussed above. The monitor 202 includes a communi-
cation interface 302 and monitoring logic 304. The commu-
nication interface 302 may receive data from various sources,
including sources internal and external to the source 102. The
communication interface 302 may include a high bandwidth
(e.g., optical fiber) interface to receive the STS 110. The
communication interface 302 may also receive a configura-
tion communication 126 from the destination 104, e.g.,
through a sideband or in-band communication channel
between the source 102 and the destination 104. The monitor
202 may receive monitoring data indicative of transmission
characteristics or parameters associated with any communi-
cation channel connecting the source 102 and destination
104, which the monitor 202 may receive directly from modu-
lator output interfaces or through the communication inter-
face 302.

The monitor 202 also communicates with the adaptor 204,
for instance by sending a configuration change message 320
indicative of a configuration change determined by the moni-
toring logic 304. The configuration change message 320 may
specify a particular bonding environment characteristic
change, such one or more of the characteristic changes iden-
tified by the monitor 202. In this example, and as described in
greater detail below with respect to FIGS. 5 and 6, the adaptor
204 may use the specified characteristic change to accord-
ingly adjust the bonding configuration, such as by modifying
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the bonding configuration parameters 312. As a variation, the
configuration change message 320 may directly specify one
or more changes to the bonding configuration parameters
312.

The monitoring logic 304 implements as hardware, soft-
ware, or both, any of the logic described in connection with
the operation of the monitor 202 or any other portion or
functionality of the distributor 108. As one example, the
monitoring logic 304 may include one or more processors
306 and program and data memories 308. The program and
data memories 308 hold, for example, monitoring instruc-
tions 310, bonding configuration parameters 312, and bond-
ing adaptation criteria 314. The processors 306 execute the
monitoring instructions 310 to monitor and analyze bonding
environment characteristics associated with a data communi-
cation to the destination 104; to determine whether a configu-
ration change is warranted; and to determine the content of
the configuration change. The bonding configuration param-
eters 312 inform the processors 306 as to the current bonding
configuration employed by content delivery architecture 100,
including the distributor 108. The bonding adaptation criteria
314 specify conditions and other criteria the processors 306
use to determine whether a configuration change is warranted
and/or content of the configuration change. In determining
the configuration change, the monitoring logic 304 may take
into account various factors, including any combination of
the monitoring data, an analysis of the monitoring data, iden-
tified changes in the bonding environment, the current bond-
ing configuration parameters 312, and the bonding adaptation
criteria 314.

The monitor 202 monitors any number of parameters, con-
ditions, traits, attributes, or other bonding environment char-
acteristics associated with the source 102, destination 104,
the data communication, intermediate network nodes, or any
aspects relating to the bonded environment. The monitor 202
may monitor these environment characteristics in several
ways. For instance, the monitor 202 may monitor a charac-
teristic periodically, e.g., at a periodic rate specified by a
configurable period parameter, aperiodically, in response to a
user request, upon receiving a configuration communication
126, by measuring environment characteristic values, e.g., a
channel condition value of a communication channel, or any
combination thereof. In monitoring the bonded environment
characteristics, the monitor 202 identifies changes in one or
more of the monitored characteristics and determines
whether a configuration change is warranted. In one variation,
the monitor 202 may determine a configuration change when
one or more characteristic changes satisfy the bonding adap-
tation criteria 314. The monitor 202 may monitor—e.g., mea-
sure, observe and/or analyze, any combination of the bonded
environment characteristics, including any combination of
the exemplary characteristics presented next.

The monitor 202 may monitor data characteristics of the
bonded environment. Data characteristics may refer to any
attribute, requirement, or transmission parameter associated
with the data sent by the source 102 to the destination 104. In
that regard, the monitor 202 may receive and analyze the STS
110, data from one or more individual data sources 130, or
both. In one variation, the monitor 202 may filter the STS 110
to analyze a subset of the STS 110, e.g., a particular program
inthe STS 110 or a portion of the STS 110 originating from a
selected data source among the data sources 130. To monitor
the data, the monitor 202 may examine the packet content of
any number of packets in the monitored data, e.g., examining
packet headers, tags, payload, etc. The monitor 202 may
identify, with respect to the monitored data, any change in
data type, specified communication path, communication
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requirement or other attribute associated with the monitored
data. A communication requirement of the monitored data
may specify a particular bit-rate, priority, Quality-of-Service
(QoS), reliability, or other parameter specifying a communi-
cation characteristic of the data.

The monitor 202 may determine a configuration change
when a monitored data characteristic changes. For example,
the bonding adaptation criteria 314 may be satisfied when the
monitor 202 identifies a change in data type and/or transmis-
sion priority of data, e.g., the STS 110, being delivered to the
destination 104. The monitor 202 may also determine a con-
figuration change when a monitored data characteristic
changes beyond a specified amount, such as predetermined
threshold specified by the bonding adaptation criteria 314.
The bonding adaptation criteria 314 may specifically indicate
which data characteristic changes warrant a configuration
change based on exceeding a predetermined threshold param-
eter. In that regard, the bonding adaptation criteria 314 may
include specific threshold parameters for changes to selected
data characteristics, e.g., specific thresholds for changes to
latency, bandwidth, QoS, or other communication character-
istics of packet data in the STS 110.

In one instance, the monitor 202 may determine a data
characteristic change by identifying a QoS characteristic
change that occurs in the monitored data. For example, the
monitor 202 may identify an increase in the number or pro-
portion of packets in the STS 110 requiring an elevated QoS.
The current bonding configuration may specify insufficient
communication resources, e.g., communication channels, to
satisfy the QoS requirement of particular packet data in the
STS 110. Conversely, as the STS 110 is delivered to the
destination 104 and the STS 110 content changes, the STS
110 may proportionally or aggregately decrease in required
QoS. In such a case, the bonding configuration may result in
a surplus of communication resources transmitting the source
data at a higher QoS than required by the packet data. When
changes in QoS of the STS 110 occur, the monitor 202 may
determine a configuration change as specified by the bonding
adaptation criteria 314.

The monitor 202 may determine a configuration change
that correlates with an identified data characteristic change.
As one illustrative example, when the monitor 202 deter-
mines the data type of the STS 110 changes from an High-
Definition (HD) video stream to a Non-HD video stream, the
configuration change may specify adjusting the bonding con-
figuration of the bonded channel group 112 accordingly—
e.g., by adjusting aggregate or individual bandwidth by a
particular amount, adjusting the QoS capability by a particu-
lar amount, or adjusting other aggregate communication
capabilities of the bonded channel group 112, such as bit-rate,
latency, chunk size, security, or other characteristics of the
bonded channel group 112. Thus, the monitor 202 may moni-
tor data characteristics of the data content delivered to the
destination 104.

As another exemplary characteristic, the monitor 202 may
monitor bandwidth availability. The monitor 202 may moni-
tor the bandwidth availability of any number of communica-
tion channels in the content delivery architecture 100, includ-
ing the bandwidth availability of one, some, or all of the
communication channels in a current bonded channel group
112, as specified by a current bonding configuration. The
monitor 202 may also observe bandwidth availability of com-
munication channels not part of the current bonded channel
group 112—e.g., communication channels not being used by
the distributor 108 to send the STS 110 to destination 104. In
one implementation, the monitor 202 periodically retrieves
bandwidth availability indications from one or more eligible
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communication channels though the respective modulator
output interfaces associated with the eligible communication
channels. The bandwidth availability indication may identify
any combination of the total throughput of a particular com-
munication channel, used throughput, or available through-
put (e.g., unused throughput).

The monitor 202 may also identify changes in bandwidth
availability when one or more communication channels
become available, unavailable, or amix of both. This scenario
may occur, for instance, when an additional communication
channel is activated, connected, or otherwise made available
on the source 102, destination 104, or both. Similarly, the
monitor 202 may identify a bandwidth availability change
through a channel availability change when a communication
channel is deactivated, disconnected, or otherwise made
unavailable by the source 102, destination 104, or both. The
monitor 102 may identify channel availability changes
among communication channels within and/or outside the
bonded channel group 112. As another example, communi-
cation channels outside the bonded channel group 112 may
become available as the source 102 or destination 104 com-
plete separate communications directed to other devices. In
this case, the monitor 202 may identify a change in bandwidth
availability when the previously used communication chan-
nels become available for use. The monitor 202 may identify
channel availability changes that occur in the destination 104
or an intermediate node via a received configuration commu-
nication 126 indicating an additional eligible communication
channel.

In response to identifying a bandwidth availability change,
the monitor 202 may determine a configuration change to a
bonding configuration employed by the content delivery
architecture 100. The bonding adaptation criteria 314 may be
satisfied when an identified bandwidth availability change
exceeds a predetermined bandwidth threshold, which may
vary according to particular communication channels, types
of communication channels, groupings of communication
channels, etc. The configuration change determined by the
monitor 202 may directly or indirectly correlate with the
bandwidth availability change, e.g., the configuration change
specifies increasing or decreasing the aggregate bandwidth of
the bonded channel group 112 in a proportional or equal
amount as the bandwidth availability change.

Continuing the listing of exemplary characteristics, the
monitor 202 may identify changes in demand. Demand
changes may refer to any change that affects the required bit
rate to communicate the source data to the destination 104. As
an example, a demand decrease may occur when the STS 110
changes from carrying an HD video stream to a non-HD video
stream. Along similar lines, a demand increase may occur
when the STS 110 changes from carrying a non-HD audio
stream to an HD audio stream. Demand changes may result
according to the amount of video data present at various
points of a video stream, e.g., an intense action scene of an
video broadcast may result in packet data carrying greater
amounts of video data than, for example, a prolonged still
sequence in a video stream. The monitor 202 may determine
demand changes by inspecting content of data transmitted
from the source 102, e.g., the STS 110. In this respect, the
monitoring and analysis of demand characteristics and
changes thereto may share similarities with the monitoring
and analysis of data characteristics described above.

The monitor 202 may also monitor a power characteristic,
which may refer to any power-related characteristic associ-
ated with the source 102, destination 104, or both. Power
characteristics include, as examples, total power consump-
tion, power consumption rate, and power availability. The
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monitor 202 may identify changes in the power consumption
rate for one or more communication channels within the
bonded channel group 112, outside the bonded channel group
112, or both. The monitor 202 may also identify power avail-
ability changes, which may occur through the changing of
one or more power sources supplying the source 102. Power
availability in the source 102 may fluctuate when the source
102 transitions from receiving power through an external or
permanent power source, e.g., plugged in through a power
outlet, to an internal or temporary power source, e.g., battery.
A similar power availability change may also occur in the
destination 104 or any intermediate network node, which the
monitor 202 may identify through a received configuration
communication 126 or through other messaging. The monitor
202 may determine a configuration change when a power
characteristic changes or changes beyond a predetermined
power threshold. The determined configuration change may
specify the identified power characteristic change.

Continuing, the monitor 202 may monitor any number of
channel characteristics. One exemplary group of channel
characteristics includes channel condition characteristics of
any communication channel accessible by the source 102,
destination 104, or any other intermediate network node. The
monitor 202 may observe channel characteristics indicative
of throughput, latency, efficiency, QoS capability, reliability,
or other channel indicia. For example, the monitor 202 may
obtain a Signal-to-Noise Ratio (SNR), signal strength, back-
ground noise level, radio coverage (e.g., for wireless connec-
tions), channel capacity, or any other performance or quality
metrics for any of the monitored communication channels to
detect changes to the bonded environment.

The monitored channel characteristics may also include
path or link cost for communicating across one or more par-
ticular communication channels within the bonded channel
group 112, among eligible communication channels in the
source 102, the destination 104 or intermediate network
nodes, or any combination thereof. Link cost or past cost may
refer to any number of route characteristics associated with
communicating data through a particular communication
channel or group of communication channels. Link cost
determination may take into account delay, distance, through-
put, error rate, monetary cost, number of hops, link failures,
or other factors. The monitor 202 may determine link costs in
various ways, including according to any known routing algo-
rithms. As such, the monitor 202 may identify changes in the
link cost for communication across a particular communica-
tion channel, either within or outside the bonded channel
group 112. The monitor 202 may identify channel character-
istic changes and, in response, determine a configuration
change that specifies the particular channel characteristic
changes identified by the monitor 202.

The monitor 202 may also monitor channel availability,
which may be identified in any of the ways as described above
with respect to monitoring bandwidth availability. The moni-
tor 202 may determine a configuration change when a newly
available communication channel differs in transmission
characteristics from one or more communication channels in
the bonded channel group 112, e.g., according to channel
capacity, available bandwidth, QoS, latency, reliability, qual-
ity, cost, or any other parameter or trait discussed above.
When identifying a channel availability change, the monitor
202 may determine a configuration change, which the moni-
tor 202 may communicate as a configuration change message
320 to the adaptor 204. The monitor 202 may also determine
a configuration change when one or more communication
channels within the bonded channel group 112 become
unavailable, e.g., through a hardware failure. In such a case,
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the configuration change may specify removing the unavail-
able communication channel from the bonded channel group
112 and/or configuration adjustments to compensate for the
unavailable communication channel, e.g., increased band-
width, additional QoS, bit-rate, etc., to compensate for the
removed communication channel.

The monitor 202 may monitor any combination of the
exemplary characteristics described above as well as any
other communication or environment characteristic associ-
ated with the bonded communication environment. The
bonding adaptation criteria 314 may include one or more
criterion for any particular monitored characteristic, which
may be satisfied when the monitor 202 identifies a character-
istic change and/or a characteristic change exceeding a pre-
determined threshold, thereby resulting in a configuration
change to the bonding configuration. The monitor 202 may
then communicate the configuration change to the adaptor
204, e.g., as a configuration change message 320.

The monitor 202 may additionally or alternatively deter-
mine a configuration change in response to obtaining a con-
figuration change request. The configuration change request
may be implemented as a message sent by other logic in the
source 102 or an external source, e.g., the destination 104. To
illustrate, the destination 104 may send a configuration com-
munication 126 requesting, as an example, increased band-
width for content delivered to the destination 104. As another
example, a network provider operating the source 102 may
instruct the source 102 to provide increased service—e.g.,
increased bandwidth, reliability, QoS, or an increase in any
other communication quality or performance metric—for a
particular service group, user, customer, data type, data origi-
nating from a particular data source 130, period of time,
geographical zone, specific broadcast or program, communi-
cation session, or other segment. In one variation, a user may
request additional bandwidth for a particular program, time
slot, or session by paying an additional service fee. The net-
work operator or service provider may then request a con-
figuration change to accommodate the user’s increase service
request (e.g., a pay-per-bond option). As another example
with respect to the configuration change request, the destina-
tion 104 or external logic may send a configuration change
request that elevates the priority of a particular data type, data
set, or other data segment.

Inresponse to receiving a configuration change request, the
monitor 202 may determine a configuration change indicative
of the requested change. The monitor 202 may then commu-
nicate the configuration change to the adaptor 204, e.g., as a
configuration change message 320.

FIG. 4 shows an example of logic 400 for monitoring
content delivery conditions. The logic 400 may be imple-
mented as hardware, software, or both. For example, the
monitoring logic 304 may implement the logic 400 in soft-
ware as the monitoring instructions 310.

The monitoring logic 304 may obtain a current bonding
configuration (402) that the source 102 employs to commu-
nicate source data to the destination 104 or an intermediate
network node. For instance, the monitoring logic 304 may
access bonding configuration parameters 312 specifying the
current bonding configuration. While the source 102 commu-
nicates the source data, the monitoring logic 304 may monitor
any number of bonding environment characteristics (404),
including any of the exemplary characteristics discussed
above. The monitoring logic 304 may monitor the environ-
ment characteristics periodically, upon user request, or at any
other rate or frequency. The monitoring logic may also moni-
tor bonding environment characteristics by receiving content
data (e.g., the STS 110), environment data (e.g., a measured
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channel condition through a modulator output interface), or
other data (e.g., a configuration communication 126 from the
destination 104 or other intermediate network node).

Upon identifying a characteristic change (406), the moni-
toring logic 304 may determine whether characteristic
change satisfies the bonding adaptation criteria 314 (408).
Such a determination may also take into account the current
bonding configuration. When the monitoring logic 304 does
not identify a characteristic change or when an identified
characteristic change does not satisfy the bonding adaptation
criteria 314, the monitoring logic 304 may continue to moni-
tor the bonding environment characteristics. When one or
more identified characteristic changes satisfy the bonding
adaptation criteria 314, the monitoring logic 304 may deter-
mine a configuration change based on the characteristic
changes. The monitoring logic may also identify a configu-
ration change in response to receiving a configuration change
request (410), as described above.

In one implementation, the configuration change specifies
the one or more characteristic changes that satisfy the bond-
ing adaptation criteria 314. The configuration change may
additionally or alternatively specify the particular configura-
tion change request received by the monitoring logic 304. The
monitoring logic 304 then sends a configuration change mes-
sage 320 to additional logic (e.g., the adaptor 204) to adapt the
bonding configuration based on these characteristic changes
and/or configuration change requests (412). Until the source
102 stops sending source data to the destination 104 (414), the
monitoring logic 304 may obtain an adjusted bonding con-
figuration (416) and continue the monitoring process.

FIG. 5 shows an example implementation of a portion 500
of a distributor 108. The portion 500 shown in FIG. 5 may
implement bonding configuration adaptation functionality in
the distributor 108, and includes the adaptor 204 and modu-
lator interfaces 206-210 discussed above. The adaptor 202
includes a STS input interface 502 and adaptation logic 504.
The STS input interface 502 may include a high bandwidth
(e.g., optical fiber) interface to receive the STS 110. The
adaptor 204 may also receive a communication change mes-
sage 320 from the monitor 202 in various ways, e.g., through
a communication interface with the monitor 202, by access-
ing a shared memory location, or in other ways. The commu-
nication change message 320 may indicate one or more bond-
ing environment characteristic changes identified by the
monitor 202 or a configuration change request.

The adaptation logic 504 implements as hardware, soft-
ware, or both, any of the logic described in connection opera-
tion of the adaptor 204 or any other portion or functionality of
the distributor 108, including distributing the STS 110 as
packet data across different communication channels in a
bonded channel group 112. As one example, the adaptation
logic 504 may include one or more processors 506 and pro-
gram and data memories 508. The program and data memo-
ries 508 hold, for example, adaptation instructions 510 and
bonding configuration parameters 512. The monitor 202
described above and the adaptor 204 may share common
circuitry, including as examples processors and memories. In
that regard, the monitor 202 and adaptor 204 may access a
common set of bonding configuration parameters 512 such
that bonding configuration adjustments reflected in the bond-
ing configuration parameters 512 may be accessible by the
monitor 202, adaptor 204, or both.

The processors 506 execute the adaptation instructions 510
to receive the configuration change message 320 and in
response, determine and apply modifications to a bonding
configuration. The processors 506 obtain an adjusted bonding
configuration, which may be used to update the bonding
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configuration parameters 512. Then, the processors 506 or
another portion of the distributor 108 may distribute subse-
quent source data, e.g., next packet or group of packets in the
STS 110, according to the adjusted bonding configuration.

In operation, the adaptor 204 may adjust the bonding con-
figuration in any number of ways to effectuate a configuration
change specified by the configuration change message 320.
Exemplary modifications to the bonding configuration that
the adaptor 204 may implement are presented next. The adap-
tor 204 may implement an adjusted bonding configuration by
updating the bonding configuration parameters 512, sending
parameter change indications to communication resources in
the source 102 (e.g., through the modulator output inter-
faces), or sending a configuration communication 126 to the
destination 104 specifying the adjusted bonding configura-
tion, changes to the previous bonding configuration, or both.

As one exemplary adjustment, the adaptor 104 may adjust
the bonded channel group 112. In that regard, the adaptor may
add one or more available communication channels to the
bonded channel group 112, remove one or more communica-
tion channels from the bonded channel group 112, or both.
Bonded channel group adjustments may be made with respect
to a type of communication channel—e.g., by removing one
or more channels of a particular type or by replacing commu-
nication channels of a first channel type with communication
channels of a second channel type. The adaptor 104 may
determine an adjusted bonding configuration that results in
uneven bonding group sizes for channels of different types.
The adjusted bonding configuration may also result in
changes to the number types of communication channels in
the bonded channel group, such as by adding a new type of
communication channel to the bonded channel group 112 or
removing all communication channels of a particular channel
type from the bonded channel group 112.

The adaptor 204 may adjust the bonded channel group 112
in response to any number of configuration changes identified
by the monitor 204. First, the adaptor 204 may adjust a bond-
ing configuration to add an additional communication chan-
nel to the bonded channel group 112 in response to various
configuration changes. For instance, the adaptor 204 may
adjust the bonded configuration to add an additional commu-
nication channel in response to a configuration change speci-
fying an increased demand, increased (e.g., shorter) latency
requirement, increased bandwidth requirement, increased
bandwidth request (e.g., as specified by a configuration
change request from a network operator, the destination 104,
a user, or others), increased data priority, increased power
availability, or other configuration changes or requests. Con-
versely, the adaptor 204 may adjust the bonded configuration
to remove a communication channel from the bonded group
112 in response to various configuration changes well. Such
configuration changes may include decreased demand,
decreased (e.g., longer) latency requirement, decreased band-
width requirement, decreased bandwidth request, a decreased
data priority, decreased power availability, or other changes
and requests. As a further example, the adaptor 204 may add
or remove a communication channel from the bonded channel
group 112 to adjust the aggregate bandwidth of the bonded
channel group 112 according to a configuration change.

In another variation, the adaptor 204 may adjust the bonded
channel group 112 by adding one or more available commu-
nication channels while also removing one or more commu-
nication channels. This adjusted bonding configuration may
occur when one or more available communication channels
have increased transmission capability as compared to one or
communication channels in the bonded channel group 112.
As one illustrative example, the adaptor 204 may receive a
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configuration change message 320 indicating the activation
of an unused 30 Mbps cable channel, which communicate
data at a higher bandwidth, quality, and reliability, than two
802.11 wireless channels currently part of the bonded channel
group 112 and performing at 10 Mbps. The adaptor 204 may
adjust the bonding configuration to remove the two 802.11
wireless channels while adding the newly available cable
channel. In this way, the adaptor 204 may at least maintain
(and in this example, increase) the aggregate bandwidth of the
bonded channel group 112 while increasing the quality and
reliability capability of the bonded channel group. As another
example, the adaptor 204 may subsequently receive a con-
figuration change message 320 indicating a decrease in power
availability in the source 102, destination 104, or both. In one
instance, adaptor 204 may adjust the bonding configurationto
remove the 30 Mbps cable channel and add one or more
available communication channels that aggregately consume
a less power during communication to effectuate the
decreased power availability indicated in the configuration
change message 320.

While two examples were provided above, the adaptor 204
may adjust the bonded channel group 112 to adjust one or
more capabilities of the bonded channel group 112 according
to an identified configuration change. Similarly, the adaptor
204 may adjust the bonded channel group 112 in response to
increasing or decreasing performance or metrics characteris-
tic (e.g., channel condition) associated with communication
channels within the bonded channel group 112, outside the
bonded channel group, or both. As mentioned above, such
performance or quality metrics may include changes in SNR,
reliability, robustness, link and path cost, or other that warrant
adding, removing, or replacing communication channels
from the bonded channel group 112. As various communica-
tion mediums (e.g., communication channel types) have
varying capabilities and performance characteristics, the
adaptor 204 may adjust the bonding configuration to include
within the bonded channel group 112 selected communica-
tion mediums or channel types that most eftectively or effi-
ciently communicate the source data.

As an additional or alternative adjustment, the adaptor 204
may modify any number of transmission parameters of a
communication channel. The adaptor 204 may increase the
bit-rate of a particular communication channel in response to
a demand increase, required bandwidth increase, increased
throughput, increased power availability, or other configura-
tion changes. The adaptor 204 may also adjust the chunk size
of packet groups sent across a communication channel as
well.

As a particular transmission parameter adjustment, the
adaptor 204 may adjust the bonding configuration by adjust-
ing the transmit power used to communicate across one or
more communication channels. For instance, the adaptor may
increase the transmit power for one or more modulators or
other communication resources in the source 102 upon
receiving a configuration change that requests or specifies an
increased power availability, increased reliability require-
ment, increased power request for a particular type of data,
data type, communication session, etc., or other changes. The
adaptor 204 may reduce transmission power of one or more
communication channels in response to converse configura-
tion changes or requests.

As another adjustment, the adaptor 204 may adjust the
bonding configuration to send redundant data across multiple
communication channels. Doing so may increase the error
resiliency and/or reliability of the bonding configuration. For
example, the monitor 202 may determine an increased reli-
ability requirement, a decreased reliability a particular com-
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munication channel within the bonded channel group 112, or
both. The adaptor 204 may further determine that available
communication channels are equally or more unreliable than
the particular communication channel of the bonded channel
group 112, and/or are, alone, incapable of supporting the
increased reliability requirement. As such, the adaptor 204
may add one of the available communication channels to the
bonded channel group 112 to send redundant data through. In
that way, the increase the error resiliency of the bonding
configuration by increasing the likelihood that the source data
is properly sent through at least one of the multiple commu-
nication channels in the bonded channel group 112 sending
redundant data.

As a particular adjustment, the adaptor 204 may disable
channel bonding—e.g., by removing all communication
channels from the bonded channel group 112. The adaptor
204 may determine this adjustment when a configuration
change indicates a single communication channel capable
can support the communication requirements of the source
data.

The adaptor 204 may obtain an adjusted bonding configu-
ration by performing any combination of the exemplary
adjustments described above as well as performing any other
adjustments to the bonding configuration. The adaptor 204
may also update the bonding configuration parameters 512 to
reflect the adjusted bonding configuration and send a configu-
ration communication 126 to the destination indicative of the
adjusted bonding configuration. Upon adjusting the bonding
configuration, the source 102 (e.g., the distributor 108, modu-
lators 130, etc.) may communicate subsequent source data
according to the adjusted bonding configuration.

FIG. 6 shows an example of logic 600 for modifying a
channel bonding configuration. The logic 600 may be imple-
mented as hardware, software, or both. For example, the
adaptation logic 504 may implement the logic 600 in software
as the adaptation instructions 510.

The adaptation logic 504 may obtain a configuration
change (602), which may dictate a change to the bonding
configuration. As one example, the adaptation logic 504 may
receive a configuration change communication 320 from the
monitor 202 specifying an identified characteristic change in
the bonding environment. In response, the adaptation logic
504 may determine a modification to the bonding configura-
tion (604), resulting in an adjusted bonding configuration.
The adaptation logic 504 may perform the determined modi-
fication (606), which may include any of the exemplary
adjustments discussed above. Thus, the adaptation logic 504
may perform any combination of modifying the bonded chan-
nel group 112, modifying communication parameters of any
number of communication resources, such as adjusting trans-
mit power or bit-rate of a particular communication channel,
adjust chunk size sent through a communication channel,
designate an additional communication channel to redun-
dantly send subsequent source data through, or other modifi-
cations. The adaptor 204 may perform the modifications on a
per-channel basis, across multiple communication channels
in the bonded channel group 112, step-wise, gradually or
sequentially over a predetermined period of time, through
hysteresis, or in other ways.

The adaptation logic 504 may modify the bonding configu-
ration to adjust an aggregate capability of bonded channel
group 112. The adaptation logic 504 may increase the aggre-
gate bandwidth of the bonded channel group 112, decrease
the power consumption rate for communicating across the
bonded channel group 112, increase the reliability of subse-
quent source data sent through the bonded channel group 112,
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or any number of adjustments to an aggregate capability of
the bonded channel group 112.

The adaptation logic 504 may update the bonding configu-
ration parameters 512 (608) and inform the destination 104 of
the adjusted bonding configuration (610), e.g., through con-
figuration communication 126. The source 102 may then
communicate subsequent source data to the destination 104
according to the adjusted bonding configuration.

As described above, the distributor 108 (and more particu-
larly the monitor 202 and adaptor 204) may coordinate to
dynamically adjust the bonding configuration employed by
the content delivery architecture 100 in response to an iden-
tified bonding environment change or configuration change
request. As complexities in circumstances and communica-
tion characteristics of various communication mediums
change over time, the distributor 108 may optimally adjust the
configuration to respond to such changes. Thus, a flexible
system that may respond to changing conditions and opti-
mally transmit source data from a source 102 to a destination
104.

While the monitor 202 and adaptor 204 were described
above with respect to the source 102, the any combination or
portion of the monitor 204 and adaptor 204 may be imple-
mented in the destination 104, an intermediate network node,
or any other device in the content delivery architecture 100.
For example, the monitor 202 and/or the adaptor 204 may be
implemented in the destination 104 as part of the collator 118,
the TIP 122, or as separate logic. Upon identifying changes to
the bonded environment, the destination 104 may adjust a
bonding configuration, send a configuration communication
126 to the source 102, or perform any other action to adapt the
content delivery architecture 100 in response to the environ-
ment change.

The methods, devices, and logic described above may be
implemented in many different ways in many different com-
binations of hardware, software or both hardware and soft-
ware. For example, all or parts of the system may include
circuitry in a controller, a microprocessor, or an application
specific integrated circuit (ASIC), or may be implemented
with discrete logic or components, or a combination of other
types of analog or digital circuitry, combined on a single
integrated circuit or distributed among multiple integrated
circuits. All or part of the logic described above may be
implemented as instructions for execution by a processor,
controller, or other processing device and may be stored in a
tangible or non-transitory machine-readable or computer-
readable medium such as flash memory, random access
memory (RAM) or read only memory (ROM), erasable pro-
grammable read only memory (EPROM) or other machine-
readable medium such as a compact disc read only memory
(CDROM), or magnetic or optical disk. Thus, a product, such
as a computer program product, may include a storage
medium and computer readable instructions stored on the
medium, which when executed in an endpoint, computer
system, or other device, cause the device to perform opera-
tions according to any of the description above.

The processing capability of the system may be distributed
among multiple system components, such as among multiple
processors and memories, optionally including multiple dis-
tributed processing systems. Parameters, databases, and other
data structures may be separately stored and managed, may
be incorporated into a single memory or database, may be
logically and physically organized in many different ways,
and may implemented in many ways, including data struc-
tures such as linked lists, hash tables, or implicit storage
mechanisms. Programs may be parts (e.g., subroutines) of a
single program, separate programs, distributed across several
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memories and processors, or implemented in many different
ways, such as in a library, such as a shared library (e.g., a
dynamic link library (DLL)). The DLL, for example, may
store code that performs any of the system processing
described above. While various embodiments of the invention
have been described, it will be apparent to those of ordinary
skill in the art that many more embodiments and implemen-
tations are possible within the scope of the invention. Accord-
ingly, the invention is not to be restricted except in light of the
attached claims and their equivalents.

What is claimed is:

1. A system comprising:

output interfaces to individual communication channels;

a memory configured to store:

a bonding configuration specifying a first set of selected
communication channels that form a bonded channel
group, the first set selected from among the individual
communication channels; and

bonding adaptation criteria; and

monitoring circuitry in communication with the memory

and the output interfaces, the monitoring circuitry con-

figured to:

identify a communication change while monitoring a
data communication being transmitted according to
the bonding configuration and across the first set of
selected communication channels;

determine a configuration change to the bonding con-
figuration when the communication change satisfies
the bonding adaptation criteria, the configuration
change specifying an alteration to the first set of com-
munication channels to arrive at a second set of
selected communication channels selected from
among the individual communication channels; and

apply the configuration change to reform the bonded
channel group according to the second set of selected
communication channels instead of the first set of
selected communication channels.

2. The system of claim 1, where the monitoring circuitry is
configured to:

identify a change in bandwidth availability of the first set of

selected communication channels; and

where the bonding adaptation criteria is satisfied when the

change in the bandwidth availability exceeds a predeter-

mined bandwidth threshold.

3. The system of claim 1, where the monitoring circuitry is
configured to:

identify a change in bandwidth availability of any of the

individual communication channels not within the

bonded channel group; and

where the bonding adaptation criteria is satisfied when the

change in the bandwidth availability exceeds a predeter-

mined bandwidth threshold.

4. The system of claim 1, where the monitoring circuitry is
configured to:

identify a change in demand; and

where the bonding adaptation criteria is satisfied when the

change in demand exceeds a predetermined demand

threshold.

5. The system of claim 4, where the change in demand
comprises a change in a bit-rate requirement with respect to
the data communication.

6. The system of claim 1, where the monitoring circuitry is
configured to:

identify a power availability change for transmitting data

receiving the data communication, or both; and



US 9,185,442 B2

17

where the bonding adaptation criteria is satisfied when the
power availability change exceeds a predetermined
power threshold.
7. The system of claim 1, where the monitoring circuitry is
configured to:
identify a communication reliability change in one of the
first set of selected communication channels; and

where the bonding adaptation criteria is satisfied when the
communication reliability change exceeds a predeter-
mined reliability threshold.
8. A method comprising:
monitoring a bonding environment characteristic with
respect to a data communication, the data communica-
tion transmitted across a first set of selected communi-
cation channels from among available communication
channels to form a bonded channel group; and

determining a bonding adaptation to the bonded channel
group using the bonding environment characteristic, the
bonding adaptation including an alteration to the first set
of selected communication channels to form a second
set of selected communication channels from among the
available communication channels; and

applying the bonding adaptation to reform the bonded

channel group according to the second set of selected
communication channels instead of the first set of com-
munication channels.

9. The method of claim 8, comprising monitoring a channel
condition of a communication channel of the first set of
selected communication channels.

10. The method of claim 8, comprising monitoring path
cost of a communication channel from among the available
communication channels.

11. The method of claim 8, comprising monitoring power
availability for transmitting the data communication.

12. The method of claim 8, comprising monitoring power
availability of a downstream device receiving the data com-
munication.

13. The method of claim 8, comprising monitoring a data
type of data being transmitted through the data communica-
tion.

14. The method of claim 8, wherein determining the bond-
ing adaptation is further based on a transmission data require-
ment of the data communication.
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15. A system for communicating with a destination device,
the system comprising:

individual communication channels; and

monitoring circuitry configured to:

obtain a bonding configuration used to transmit a data
communication to the destination device, the bonding
configuration specifying first set of selected commu-
nication channels from among the individual commu-
nication channels to form a bonded channel group;

receive a configuration communication from the desti-
nation device; and

responsive to the configuration communication, deter-
mine a configuration change to the bonding configu-
ration based on the configuration communication, the
configuration change including an alteration to the
first set of selected communication channels to form a
second set of selected communication channels; and

apply the configuration change to reform the bonded
channel group according to the second set of selected
communication channels instead of the first set of
selected communication channels.

16. The system of claim 15, where the configuration com-
munication comprises an increased bandwidth request.

17. The system of claim 15, where the configuration com-
munication comprises a change in communication channel
availability through which destination device can receive the
data communication.

18. The system of claim 15, where the configuration com-
munication comprises a change in power availability of the
destination device.

19. The system of claim 1, wherein the alteration to the first
set of selected communication channels comprises an addi-
tion of a channel, a removal of a channel, or any combination
thereof.

20. The method of claim 8, further comprising identifying
channels of a particular type from among the available chan-
nels; and
wherein the alteration comprises adding channels of the par-
ticular type to the first set or removing channels of the par-
ticular type from the first set.

#* #* #* #* #*



